The chapters thus far have described quantitative tools that can be used to extract information from single EEG channels. In this chapter we describe measures of synchronization between different EEG recordings sites. The concept of synchronization goes back to the observation of the interaction between two pendulum clocks by the Dutch physicist Christiaan Huygens in the seventeenth century. Since the times of Huygens, the phenomenon of synchronization has been largely studied, especially for the case of oscillatory systems [1].

Before getting into technical details of how to measure synchronization, we first consider why it is important to measure synchronization between EEG channels. There are several reasons. First, synchronization measures can let us assess the level of functional connectivity between two areas. It should be stressed that functional connectivity is not necessarily the same as anatomical connectivity, since anatomical connections between two areas may be active only in some particular situations—and the general interest in neuroscience is to find out which situations lead to these connectivity patterns. Second, synchronization may have clinical relevance for the identification of different brain states or pathological activities. In particular, it is well established that epilepsy involves an abnormal synchronization of brain areas [2]. Third, related to the issue of functional connectivity, synchronization measures may show communication between different brain areas. This may be important to establish how information is transmitted across the brain or to find out how neurons in different areas interact to give rise to full percepts and behavior. In particular, it has been argued that perception involves massive parallel processing of distant brain areas, and the binding of different features into a single percept is achieved through the interaction of these areas [3, 4].

Even if outside the scope of this book, it is worth mentioning that perhaps the most interesting use of synchronization measures in neuroscience is to study how neurons encode information. There are basically two views. On the one hand, neurons may transmit information through precise synchronous firing; on the other hand, the only relevant information of the neuronal firing may be the average firing rate. Note that rather than having two extreme opposite views, one can also consider coding schemes in between these two, because the firing rate coding is more similar to a temporal coding when small time windows are used [5].
As beautifully described by the late Francisco Varela [6], synchronization in the brain can occur at different scales. For example, the coordinated firing of a large population of neurons can elicit spike discharges like the ones seen in Figure 4.1(b, c). The sole presence of spikes in each of these signals—or oscillatory activity as in the case of the signal shown in Figure 4.1(a)—is evidence for correlated activity at a smaller scale: the synchronous firing of single neurons.

The recordings in Figure 4.1 are from two intracranial electrodes in the frontal right and left lobes of male adult WAG/Rij rats, a genetic model for human absence epilepsy [7]. Signals were referenced to an electrode placed at the cerebellum, they were then bandpass filtered between 1 and 100 Hz and digitized at 200 Hz. The length of each dataset is 5 seconds long, which corresponds to 1,000 data points. This was the largest length in which the signals containing spikes could be visually judged as stationary.

As we mentioned, spikes are a landmark of correlated activity and the question arises of whether these spikes are also correlated across both hemispheres. The first guess is to assume that bilateral spikes may be a sign of generalized synchronization. It was actually this observation done by a colleague that triggered a series of papers by the author of this chapter showing how misleading it could be to establish synchronization patterns without proper quantitative measures [8]. For example, if we are asked to rank the synchronization level of the three signals of Figure 4.1, it seems
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**Figure 4.1** Three exemplary datasets of left and right cortical intracranial recordings in rats. (a) Normal looking EEG activity and (b, c) signals with bilateral spikes, a landmark of epileptic activity. Can you tell by visual inspection which of the examples has the largest and which one has the lowest synchronization across the left and right channels?
that the examples in Figure 4.1(b, c) should have the highest values, followed by the example of Figure 4.1(a). Wrong!

A closer look at Figure 4.1(c) shows that the spikes in both channels have a variable time lag. Just picking up the times of the maximum of the spikes in the left and right channels and calculating the lag between them, we determine that for Figure 4.1(b) the lag was very small and stable, between $-5$ and $+5$ ms—of the order of the sampling rate of these signals—and the standard deviation was of 4.7 ms [8]. In contrast, for Figure 4.1(c) the lag was much more variable and covered a range between $-20$ and $50$ ms, with a standard deviation of 14.9. This clearly shows that in example B the simultaneous appearance of spikes is due to a generalized synchronization across hemispheres, whereas in Figure 4.1(c) the bilateral spikes are not synchronized and they reflect local independent generators for each hemisphere.

Interestingly, the signal of Figure 4.1(a) looks very noisy, but a closer look at both channels shows a strong covariance of these seemingly random fluctuations. Indeed, in a comprehensive study using several linear and nonlinear measures of synchronization, it was shown that the synchronization values are ranked as follows: $\text{Sync}_B > \text{Sync}_A > \text{Sync}_C$. This stresses the need for optimal measures to establish correlation patterns.

Throughout this chapter, we will use these three examples to illustrate the use of some of the correlation measures to be described. These examples can be downloaded from http://www.le.ac.uk/neuroengineering.

### 4.1 Cross-Correlation Function

The cross-correlation function is perhaps the most used measure of interdependence between signals in neuroscience. It has been, and continues to be, particularly popular for the analysis of similarities between spike trains of different neurons.

Let us suppose we have two simultaneously measured discrete time series $x_n$ and $y_n$, $n = 1, \ldots, N$. The cross-correlation function is defined as

$$c_{xy}(\tau) = \frac{1}{N-\tau} \sum_{i=\tau+1}^{N} \frac{(x_i - \bar{x}) (y_{i+\tau} - \bar{y})}{\sigma_x \sigma_y}$$

where $\bar{x}$ and $\sigma_x$ denote mean and variance and $\tau$ is the time lag. The cross-correlation function is basically the inner product between two normalized signals (that is, for each signal we subtract the mean and divide by the standard deviation) and it gives a measure of the linear synchronization between them as a function of the time lag $\tau$. Its value ranges from $-1$, in the case of complete inverse correlation (that is, one of the signals is an exact copy of the other with opposite sign), to $+1$ for complete direct correlation. If the signals are not correlated, then the cross-correlation values will be around zero. Note, however, that noncorrelated signals will not give a value strictly equal to zero and the significance of nonzero cross-correlation values should be statistically validated, for example, using surrogate tests [9]. This basically implies generating signals with the same autocorrelation of the original ones but independent from each other. A relatively simple way of doing this is to shift one
of the signals with respect to the other and assume that they will not be correlated for large enough shifts \[8\].

Note that formally only the zero lag cross correlation can be considered to be a symmetric descriptor. Indeed, the time delay in the definition of (4.1) introduces an asymmetry that could, in principle, establish whether one of the signals leads or lags the other in time. It should be mentioned, however, that a time delay between two signals does not necessarily prove a certain driver-response causal relationship between them. In fact, time delays could be caused by a third signal driving both with a different delay or by internal delay loops of one of the signals \[10\].

Figure 4.2 shows the cross-correlation values for the three examples of Figure 4.1 as a function of the time delay \(\tau\). To visualize cross-correlation values with large time delays, we used here a slight variant of (4.1) by introducing periodic boundary conditions. The zero lag cross-correlation values are shown in Table 4.1. Here we see that the tendency is in agreement with what we expect from the arguments of the previous section; that is, \(\text{Sync}_B > \text{Sync}_A > \text{Sync}_C\). However, the difference between examples A and B is relatively small. In principle, one expects that for long enough lags between the two signals the cross-correlation values should be close to zero. However, fluctuations for large delays are still quite large.

Taking these fluctuations as an estimation of the error of the cross-correlation values, one can infer that cross correlation cannot distinguish between the synchronization levels of examples A and B. This is mainly due to the fact that cross correlation is a linear measure and can poorly capture correlations between nonlinear signals, as is the case for examples B and C with the presence of spikes. More advanced nonlinear measures that are based on reconstruction of the signals in a phase space could indeed clearly distinguish between these two cases \[8\].

4.2 Coherence Estimation

The coherence function gives an estimation of the linear correlation between two signals as a function of the frequency. The main advantage over the cross-correlation function described in the previous section is that coherence is sensitive to interdependences that can be present in a limited frequency range. This is particularly interesting in neuroscience to establish how frequency bands may interact in different areas.

Let us first define the sample cross spectrum as the Fourier transform of the cross-correlation function, or by using the Fourier convolution theorem, as

\[
C_{xy}(\omega) = (Fx)(\omega)(Fy)^*(\omega)
\]

where \((Fx)\) is the Fourier transform of \(x\), \(\omega\) are the discrete frequencies \((-N/2 < \omega < N/2)\), and the asterisk indicates complex conjugation. The cross spectrum can be estimated, for example, using the Welch method \[11\]. For this, the data is divided into \(M\) epochs of equal length, and the spectrum of the signal is estimated as the average spectrum of these \(M\) segments. The estimated cross spectrum \(\langle C_{xy}(\omega) \rangle\) is a complex number, whose normalized amplitude
is named the coherence function. As mentioned earlier, this measure is particularly useful when synchronization is limited to some particular EEG frequency band (for a review, see [12]). Note that without the segmentation of the data introduced to
estimate each auto spectrum and cross spectrum, the coherence function of (4.3) gives always a trivial value of 1.

Figure 4.3 shows the power spectra and coherence values for the three examples of Figure 4.1. For the spectral estimates we used half-overlapping segments of 128 data points tapered with a Hamming window in order to diminish border effects [11]. In the case of example A, the spectrum resembles a power-law distribution with the main activity concentrated between 1 and 10 Hz. This range of frequencies has the largest coherence values. For examples B and C, a more localized spectral distribution is seen, with a peak around 7 to 10 Hz and a harmonic around 15 Hz. These peaks correspond to the frequency of the spikes of Figure 4.1.

It is already clear from the spectral distribution that there is a better matching between the power spectra of the right and left channels of example B than for example C. This is reflected in the larger coherence values of example B, with a significant synchronization for this frequency range. In contrast, coherence values are much lower for example C, seeming significant only for the low frequencies (below 6 Hz). In Table 4.1 the coherence values at a frequency of 9 Hz—the main frequency of the spikes of examples B and C—are reported. As was the case for the cross correlation, note that the coherence function does not distinguish well between examples A and B. From Figure 4.3, there is mainly a difference for frequencies larger than about 11 Hz, but this just reflects the lack of activity at this frequency range for example A, whereas in example B it reflects the synchronization between the high-frequency harmonics of the spikes. Even then, it is difficult to assess which frequency should be taken to rank the overall synchronization of the three signals (but some defenders of coherence may still argue that an overall synchronization value is meaningless).

4.3 Mutual Information Analysis

The cross-correlation and coherence functions evaluate linear relationships between two signals in the time and frequency domains, respectively. These measures are relatively simple to compute and interpret but have the main disadvantage of being linear and, therefore, not sensitive to nonlinear interactions. In this section we describe a measure that is sensitive to nonlinear interactions, but with the caveat that it is usually more difficult to compute, especially for short datasets.

Suppose we have a discrete random variable $X$ with $M$ possible outcomes $X_1, \ldots, X_M$, which can, for example, be obtained by partitioning of the $X$ variables into $M$ bins. Each outcome has a probability $p_i, i = 1, \ldots, M$, with $p_i = 0$ and $\sum p_i = 1$. A first estimate of these probabilities is to consider $p_i = n/N$, where $n_i$ is the probability of
occurrence of $X_i$ after $N$ samples. Note, however, that for a small number of samples this naive estimate may not be appropriate and it may be necessary to introduce corrections terms [8]. Given this set of probabilities, we can define the Shannon entropy as follows:

$$I(X) = - \sum_{i=1}^{M} p_i \log p_i$$

(4.4)
The Shannon entropy is always positive and it measures the information content of \( X \), in bits, if the logarithm is taken with base 2.

Next, suppose we have a second discrete random variable \( Y \) and that we want to measure its degree of synchronization with \( X \). We can define the joint entropy as

\[
I(X, Y) = - \sum_{i,j} p_{ij}^{XY} \log p_{ij}^{XY}
\]

(4.5)

in which \( p_{ij}^{XY} \) is the joint probability of obtaining an outcome \( X = X_i \) and \( Y = Y_j \). For independent systems, one has \( p_{ij}^{XY} = p_i^X p_j^Y \) and therefore, \( I(X, Y) = I(X) + I(Y) \). Then, the mutual information between \( X \) and \( Y \) is defined as

\[
MI(X, Y) = I(X) + I(Y) - I(X, Y)
\]

(4.6)

The mutual information gives the amount of information of \( X \) one obtains knowing \( Y \) and vice versa. For independent signals, \( MI(X, Y) = 0 \); otherwise, it takes positive values with a maximum of \( MI(X, Y) = I(X) = I(Y) \) for identical signals.

Alternatively, the mutual information can be seen as a Kullback-Leibler entropy, which is an entropy measure of the similarity of two distributions [13, 14]. Indeed, (4.6) can be written in the form

\[
MI(X, Y) = \sum_{i,j} p_{ij}^{XY} \log \frac{p_{ij}^{XY}}{p_i^X p_j^Y}
\]

(4.7)

Then, considering a probability distribution \( q_{ij}^{XY} = q_i^X q_j^Y \), (4.7) is a Kullback-Leibler entropy that measures the difference between the probability distributions \( p_{ij}^{XY} \) and \( q_{ij}^{XY} \). Note that \( q_{ij}^{XY} \) is the correct probability distribution if the systems are independent and, consequently, the mutual information measures how different the true probability distribution \( p_{ij}^{XY} \) is from another one in which independence between \( X \) and \( Y \) is assumed.

Note that it is not always straightforward to estimate \( MI \) from real recordings, especially since an accurate estimation requires a large number of samples and small partition bins (a large \( M \)). For the joint probability densities \( p_{ij}^{XY} \) in particular, there will usually be a large number of bins that will not be filled by the data, which may produce an underestimation of the value of \( MI \). Several different proposals have been made to overcome these estimation biases whose description is outside the scope of this chapter. For a recent review, the reader is referred to [15]. In the particular case of the examples of Figure 4.1, the estimation of mutual information depended largely on the partition of the stimulus space used [8].

### 4.4 Phase Synchronization

All of the previous measures we described are sensitive to relationships both in the amplitudes and phases of the signals. Interestingly, in some cases the phases of the signals may be related but the amplitudes may not. Phase synchronization measures are particularly suited for these cases because they measure any phase relationship between signals independent of their amplitudes. The basic idea is to generate an
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analytic signal from which a phase and a phase difference between two signals can be defined.

Suppose we have a continuous signal \( x(t) \), from which we can define an analytic signal

\[
Z_x(t) = x(t) + j\tilde{x}(t) = A_x(t)e^{j\phi_x(t)}
\]  
(4.8)

where \( \tilde{x}(t) \) is the Hilbert transform of \( x(t) \):

\[
\tilde{x}(t) = (Hx)(t) = \frac{1}{\pi} \text{P.V.} \int_{-\infty}^{\infty} \frac{x(t')}{t-t'} dt'
\]  
(4.9)

where P.V. refers to the Cauchy principal value. Similarly, we can define \( A_y \) and \( \phi_y \) from a second signal \( y(t) \). Then, we define the \((n,m)\) phase difference of the analytic signals as

\[
\phi_{xy}(t) = m\phi_x(t) - n\phi_y(t)
\]  
(4.10)

with \( n, m \) integers. We say that \( x \) and \( y \) are \( m:n \) synchronized if the \((n,m)\) phase difference of their analytic signals of (4.10) remains bounded for all \( t \). In most cases, only the \((1:1)\) phase synchronization is considered. The phase synchronization index is defined as follows [16–18]:

\[
\gamma = \langle e^{\phi_{xy}(t)} \rangle = \sqrt{\langle \cos \phi_{xy}(t) \rangle^2 + \langle \sin \phi_{xy}(t) \rangle^2}
\]  
(4.11)

where the angle brackets denote average over time. The phase synchronization index will be zero if the phases are not synchronized and will be one for a constant phase difference. Note that for perfect phase synchronization the phase difference is not necessarily zero, because one of the signals could be leading or lagging in phase with respect to the other. Alternatively, a phase synchronization measure can be defined from the Shannon entropy of the distribution of phase differences \( \phi_{xy}(t) \) or from the conditional probabilities of \( \phi_x(t) \) and \( \phi_y(t) \) [19].

An interesting feature of the phase synchronization is that it is parameter free. However, it relies on an accurate estimation of the phase. In particular, to avoid misleading results, broadband signals (as is usually the case of EEGs) should be first bandpass filtered in the frequency band of interest before calculating phase synchronization.

It is also possible to define a phase synchronization index from the wavelet transform of the signals [20]. In this case the phases are calculated by convolving each signal with a Morlet wavelet function. The main difference with the estimation using the Hilbert transform is that a central frequency \( \omega_0 \) and a width of the wavelet function should be chosen and, consequently, this measure is sensitive to phase synchronization in a particular frequency band. It is of particular interest to mention that both approaches—either defining the phases with the Hilbert or with the wavelet transform—are intrinsically related (for details, see [8]).
Figure 4.4 shows the time evolution of the (1:1) phase differences $\phi_{xy}(t)$ estimated using (4.10) for the three examples of Figure 4.1. It is clear that the phase differences of example B are much more stable than the one of the other two examples. The values of phase synchronization for the three examples are shown in Table 4.1 and are in agreement with the general tendency found with the other measures; that is, $\text{Sync}_B > \text{Sync}_A > \text{Sync}_C$. Because by using the Hilbert transform (the same applies to the wavelet transform) we can extract an instantaneous phase for each signal, we can see how phase synchronization varies with time, as shown in the bottom panel.
of Figure 4.4. Note the variable degree of synchronization, especially for example C, which has a large increase of synchronization after second 3.

4.5 Conclusion

In this chapter we applied several linear and nonlinear measures of synchronization to three typical EEG signals. The first measure we described was the cross-correlation function, which is so far the most often used measure of correlation in neuroscience. We then described how to estimate coherence, which gives an estimation of the linear correlation as a function of the frequency. In comparison to cross correlation, the advantage of coherence is that it is sensitive to correlations in a limited frequency range. The main limitation of cross correlation and coherence is that they are linear measures and are therefore not sensitive to nonlinear interactions.

Using the information theory framework, we showed how it is possible to have a nonlinear measure of synchronization by estimating the mutual information between two signals. However, the main disadvantage of mutual information is that it is more difficult to compute, especially with short datasets. Finally, we described phase synchronization measures to quantify the interdependences of the phases between two signals, irrespective of their amplitudes. The phases can be computed using either the Hilbert or the wavelet transform, with similar results.

In spite of the different definitions and sensitivities of different characteristics of the signals, we saw that all of these measures gave convergent results and that naive estimations based on visual inspection can be very misleading. It is not possible in general to assert which is the best synchronization measure. For example, for very short datasets mutual information may be not reliable, but it could be very powerful if long datasets are available. Coherence may be very useful for studying interactions at particular frequency bands, and phase synchronization may be the measure of choice if one wants to focus on phase relationships. In summary, the “best measure” depends on the particular data and questions at hand.
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